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Æ Enhanced Efficiency:  Controls network traffic and reduces 
server and CPU loads

Æ Optimized Performance: Eliminates traffic redundancy

Æ Distributed Applications: Makes multipoint applications possible
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Example: Audio Streaming
All clients listening to the same 8 Kbps audio
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ÆBest Effort Delivery: 
¿Drops are to be expected.  Multicast 

applications should not expect reliable delivery 
of data and should be designed accordingly.  
Reliable Multicast is still an area for much 
research  

ÆNo Congestion Avoidance: 
¿Lack of TCP windowing and òslow-startó 

mechanisms can result in network congestion. If 
possible, Multicast applications should attempt 
to detect and avoid congestion conditions
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ÆDuplicates: 
¿Some multicast protocol mechanisms (e.g. 

Asserts, Registers and SPT Transitions) result 
in the occasional generation of duplicate 
packets

ÆOut of Order Delivery: 
¿Some protocol mechanisms may also result in 

out of order delivery of packets
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ÆMultimedia
¿Streaming media, IPTV

¿ Training, corporate communications 

¿Conferencingñvideo/audio

ÆNet Game

ÆAny one - to - many data push applications
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Æ IPv4 Multicast Group Addresses
¿ 224.0.0.0 ð239.255.255.255

¿ Class òDó Address Space
ÅHigh order bits of 1st Octet = ñ1110ò

Æ Reserved Link- local Addresses
¿ 224.0.0.0 ð224.0.0.255

¿ Transmitted with TTL = 1

¿ Examples:
Å224.0.0.1 All systems on this subnet

Å224.0.0.2 All routers on this subnet

Å224.0.0.4 DVMRP routers

Å224.0.0.5 OSPF routers

Å224.0.0.13   PIMv2 routers
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Æ Administratively Scoped Addresses
¿ 239.0.0.0 ð239.255.255.255

¿ Private address space

ÅSimilar to RFC1918 unicast addresses

ÅNot used for global Internet traffic

ÅUsed to limit òscopeó of multicast traffic

ÅSame addresses may be in use at different locations for 
different multicast sessions

¿ Examples

ÅSite -local scope: 239.253.0.0/16

ÅOrganization -local scope: 239.192.0.0/14
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32 Bits

28 Bits

25 Bits 23 Bits

48 Bits

01-00-5e-7f-00-01
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5 Bits
Lost

IP Multicast MAC Address Mapping
(FDDI and Ethernet)

239.255.0.1



Steve Deering

Æ Cisco Fellow

Æ 2010 IEEE Internet Award

Æ For foundational contributions to 
the development of IP Multicast 
and IP version 6

Æ Multicast Routing in a Datagram 
Internetwork.  PhD thesis , 
Stanford University, 1991 
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Steve Deering

Æ Steve Deering worked on a project on 
Distributed OS called òVsystemó

Æ Computers in òVsystemó could send 
messages to group of different 
computers using Ethernet multicasting

Æ As project progressed, bunch of 
computers were added that were on 
other side of the campus connected via a 
production router

Æ Task of extending the MAC layer 
multicasting over to layer 3 fell on Steve 
Deering
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Æ Deering's advisor could apply for only 1 
OUI from IEEE for $1000 instead of 
16 OUI Deering desired

Æ Further his advisor was kind enough to 
give half of the addresses to play with 
(only 23 bits)

Æ The OUI for IP Multicast Address is: 
01- 00- 5e (hex) 

Æ The remaining 24 bits can vary from 
00- 00- 00 to 7F - FF- FF (first bit of 
the 24 variable bits is 0) 

Æ Hence 28 IP bits have to map onto 23 
MAC bits
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224.1.1.1
224.129.1.1
225.1.1.1
225.129.1.1

.

.

.
238.1.1.1
238.129.1.1
239.1.1.1
239.129.1.1

0x0100.5E01.0101

1 - Multicast MAC Address
(FDDI and Ethernet)

32 - IP Multicast Addresses

Be Aware of the 32:1 Address Overlap

IP Multicast MAC Address Mapping
(FDDI & Ethernet)



ÆDynamic Group Address Assignment
¿Historically accomplished using SDR application

¿Sessions/groups announced over well -known 
multicast groups

¿Address collisions detected and resolved at 
session creation time

¿Has problems scaling
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Æ Future dynamic techniques under consideration
¿ Multicast Address Set -Claim (MASC)
ÅHierarchical, dynamic address allocation scheme
ÅExtremely complex garbage -collection problem  
ÅLong ways off

¿ MADCAP
ÅSimilar to DHCP
ÅNeed application and host stack support
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ÆStatic Group Address Assignment
¿ Temporary method to meet immediate needs

¿Group range: 233.0.0.0 - 233.255.255.255

ÅYour AS number is inserted in middle two octets

ÅRemaining low-order octet used for group 
assignment

¿Defined in IETF RFC3180
ÅGLOP Addressing in 233/8
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Һ ֜ԑ̔IGMP

21

Æ Routers solicit group membership from directly 
connected hosts

Æ RFC 1112 specifies version 1 of IGMP
Æ RFC 2236 specifies version 2 of IGMP
Æ RFC 3376 specifies version 3 of IGMP

¿ Supported on latest service pack for Windows and most 
UNIX systems

Æ How hosts tell routers about group membership
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22

ÆHost sends IGMP Report to join group

H3H3224.1.1.1

Report

H1 H2

Joining a Group
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ÆRouter sends periodic Queries to 224.0.0.1

Query

¿One member per group per subnet reports

224.1.1.1

Report

¿Other members suppress reports

224.1.1.1

Suppressed

X
224.1.1.1

Suppressed

X
H1 H2 H3

Maintaining a Group
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Æ Host quietly leaves group

H1 H3H3 #1

Æ Router sends 3 General Queries (60 secs apart)

General Query

#2

Æ No IGMP Report for the group is received
Æ Group times out (Worst case delay ~= 3 minutes)

H2

Leaving a Group (IGMPv1)
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Æ Host sends Leave message to 224.0.0.2

H1 H3H3

Leave to

224.0.0.2

224.1.1.1

#1

Æ Router sends Group specific query to 224.1.1.1

Group Specific

Query to 224.1.1.1

#2

Æ No IGMP Report is received within ~3 seconds
Æ Group 224.1.1.1 times out

H2

Leaving a Group (IGMPv2)



IGMPv3

ÆRFC3376

ÆEnables hosts to listen only to a 
specified subset of the hosts 
sending to the group

26



IGMPv3

27

Source = 1.1.1.1

Group = 224.1.1.1

H1 - Member of 224.1.1.1

R1

R3

R2

Source  = 2.2.2.2

Group = 224.1.1.1

Å H1 wants to receive 
from S = 1.1.1.1 
but not from S = 
2.2.2.2

ÅWith IGMP, 
specific sources can 
be pruned back - S 
= 2.2.2.2 in this 
case

IGMPv3:
Join    1.1.1.1, 224.1.1.1
Leave 2.2.2.2, 224.1.1.1
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Shortest Path or Source Distribution Tree

Receiver 1

B

E

A D F

Source 1
Notation:  (S, G)

S = Source

G = Group

C

Receiver 2

Source 2



№

30

Receiver 1

B

E

A D F

Source 1
Notation:  (S, G)

S = Source

G = Group

C

Receiver 2

Source 2

Shortest Path or Source Distribution Tree
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Shared Distribution Tree

Receiver 1

B

E

A D F

Notation:  (*, G)

*  = All Sources

G = Group

C

Receiver 2

(RP)    PIM Rendezvous Point

Shared Tree

(RP)
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Shared Distribution Tree

Receiver 1

B

E

A F

Source 1 Notation:  (*, G)

*  = All Sources

G = Group

C

Receiver 2

Source 2

(RP)    PIM Rendezvous Point

Shared Tree

Source Tree

D (RP)



№

Æ Source or Shortest Path trees
¿ uses more memory O(S ¦ G)

¿ but you get optimal paths from source to all receivers

¿ minimizes delay

Æ Shared trees
¿ uses less memory O(G)

¿ but you may get sub- optimal paths from source to all 
receivers

¿ may introduce extra delay

33

Characteristics of Distribution Trees
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ÆMulticast Forwarding is backwards from 
Unicast Forwarding
¿ Unicast Forwarding is concerned about where the 

packet is going

¿ Multicast Forwarding is concerned about where the 
packet came from

ÆMulticast Forwarding uses òReverse Path 
Forwardingó

35
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ÆWhat is RPF?
¿ A router forwards a multicast datagram only if received 

on the up stream interface to the source (i.e. it follows 
the distribution tree)

ÆThe RPF Check
¿ The routing table used for multicasting is checked 
against the òsourceó IP address in the packet

¿ If the datagram arrived on the interface specified in 
the routing table for the source address; then the RPF 
check succeeds

¿ Otherwise, the RPF Check fails

Reverse Path Forwarding (RPF)
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Source

151.10.3.21

Example: RPF Checking

Mcast Packets

RPF Check Fails
Packet arrived on wrong interface!
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RPF Check Fails!

Unicast Route Table

Network Interface
151.10.0.0/16 S1

198.14.32.0/24 S0

204.1.16.0/24 E0

A closer look: RPF Check Fails

Packet Arrived on Wrong Interface!

E0

S1

S0

S2

S1

Multicast Packet from
Source 151.10.3.21

X

Discard Packet!
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A closer look: RPF Check Succeeds

RPF Check Succeeds!

Unicast Route Table

Network Interface
151.10.0.0/16 S1

198.14.32.0/24 S0

204.1.16.0/24 E0

E0

S1

S0

S2

Multicast Packet from
Source 151.10.3.21

Packet Arrived on Correct Interface!S1

Forward out all outgoing interfaces.
(i. e. down the distribution tree)



Һ ῤ

ÆҹָӇ ̙

Æ

ÆҺ ֜ԑ̔IGMP 

Æ №

Æ

Æ ῤ

Æ

Æ IPv6
40



Multicast Routing is not unicast routing

¿ You have to think of it differently

¿ It is not like OSPF

¿ It is not like RIP

¿ It is not like anything you may be familiar with

41



ÆDense- mode
¿ Uses òPushó Model

¿ Traffic Flooded throughout network

¿ Pruned back where it is unwanted

¿ Flood & Prune behavior (typically every 3 minutes)

ÆSparse - mode

¿ Uses òPulló Model

¿ Traffic sent only to where it is requested

¿ Explicit Join behavior

42
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Æ Currently, there are four multicast routing protocols

¿ DVMRPv3 (Internet - draft)
Å DVMRPv1 (RFC 1075) is obsolete and unused. A variant is 

currently implemented

¿ MOSPF (RFC 1584)

¿ PIM - DM (Internet - draft)

¿ PIM - SM (RFC 2362 - v2) 

¿ Others (CBT, OCBT, QOSMIC, SM, etc.)

43



DVMRP ’

ÆDense Mode Protocol
¿Distance vector - based

ÅSimilar to RIP
Å Infinity = 32 hops
ÅSubnet masks in route advertisements

¿DVMRP Routes used
ÅFor RPF Check
ÅTo build Truncated Broadcast Trees (TBTs)

VUses special òPoison-Reverseó mechanism

44



DVMRP ’

ÆDense Mode Protocol
¿Uses Flood and Prune operation

¿Traffic initially flooded down TBTõs

¿ TBT branches are pruned where traffic is 
unwanted

¿Prunes periodically time - out causing 
reflooding

45



DVMRPñSource Trees

46

Route for source network of metric ònó
n

m

Source Network

E

X

Y

A B

C D 

2

34

Poison reverse (metric + infinity) sent to upstream òparentó router
Router depends on òparentó to receive traffic for this source

2

2

33

33

1

1

1
35

35

Å Truncated Broadcast Trees Are Built using 
Best DVMRP Metrics Back to Source Network

Å Lowest IP Address Used in Case of a Tie
(Note: IP Address of D < C < B < A) 

3

3

mrouted mrouted mrouted

mrouted

mrouted

Resulting Truncated Broadcast Tree for Source Network 

mroutedmrouted



DVMRPñSource Trees
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Forwarding onto Multi - access NetworksNetwork X

A

B C 
2

2

1 1

mrouted

mrouted mrouted

Route advertisement for network X of metric ònó
n

Æ Both B and C have routes to network 
X.

Æ To avoid duplicates, only one router
can be òDesignated Forwarderó for
network X.

Æ Router with best metric is elected as
the òDesignated Forwarderó.

Æ Lowest IP address used as tie -
breaker.

Æ Router C wins in this example. 

(Note: IP Address of C < B ) 



DVMRPñSource Trees
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E

X

Y

A B

C D 

Resulting Truncated Broadcast Tree for 
Source Network òS1ó

Source Network ñS1ò

S1 Source Tree

mrouted mrouted

mrouted mrouted mrouted

mrouted

mrouted



DVMRPñSource Trees
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Each Source Network has itõs Own 
Truncated Broadcast Tree 

E

X

Y

A B

C D 

Note: IP Address of D < C < B < A 

S2 Source Tree
Source ñS2ò

mrouted

mrouted

mroutedmroutedmrouted

mroutedmrouted



DVMRPñFlood & Prune
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Source ñSò

Receiver 1

(Group ñGò)

Truncated Broadcast Tree  based on DVMRP route metrics 

(S, G) Multicast Packet Flow

Initial Flooding of (S, G) Multicast Packets 
Down Truncated Broadcast Tree

E

X

Y

A B

C D 

mrouted

mrouted

mroutedmroutedmrouted

mroutedmrouted



DVMRPñFlood & Prune
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Routers C is a Leaf Node so it sends 
an ò(S, G) Pruneó Message

Prune

Source ñSò

Receiver 1

(Group ñGò)

E

X

Y

A B

C D 

mrouted
Router B Prunes interface. 

mrouted

mrouted

mroutedmroutedmrouted

mrouted

Truncated Broadcast Tree  based on DVMRP route metrics 

(S, G) Multicast Packet Flow



DVMRPñFlood & Prune
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Routers X, and Y are also Leaf 
Nodes
so they send òPrune (S, G)ó Messages 

Prune

Prune

Source ñSò

Receiver 1

(Group ñGò)

E

X

Y

A B

C D 

mrouted

mrouted

mroutedmrouted

mroutedmrouted

Router E prunes interface.

mrouted

Truncated Broadcast Tree  based on DVMRP route metrics 

(S, G) Multicast Packet Flow



DVMRPñFlood & Prune
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Router E is now a Leaf Node; it 
sends an (S, G) Prune message.

Prune

Source ñSò

Receiver 1

(Group ñGò)

E

X

Y

A B

C D 

mrouted

mrouted

mroutedmrouted

mroutedmrouted

Router D prunes interface.

mrouted

Truncated Broadcast Tree  based on DVMRP route metrics 

(S, G) Multicast Packet Flow



DVMRPñFlood & Prune
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Final Pruned State 

Source ñSò

Receiver 1

(Group ñGò)

E

X

Y

A B

C D 

mrouted

mrouted

mroutedmrouted

mroutedmrouted

mrouted

Truncated Broadcast Tree  based on DVMRP route metrics 

(S, G) Multicast Packet Flow



DVMRPñGrafting
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Receiver 2 joins Group òGó

Receiver 2

(Group ñGò)

Router Y sends a òGraft (S, G)ó 
Message

Graft

Source ñSò

Receiver 1

(Group ñGò)

E

X

Y

A B

C D 

mrouted

mrouted

mroutedmrouted

mroutedmrouted

mrouted

Truncated Broadcast Tree  based on DVMRP route metrics 

(S, G) Multicast Packet Flow



DVMRPñGrafting
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Router E Responds with a òGraft- Ackó

Graft-Ack

Sends its Own òGraft (S, G) Message 

Graft

Receiver 2

(Group ñGò)

Source ñSò

Receiver 1

(Group ñGò)

E

X

Y

A B

C D 

mrouted

mrouted

mroutedmrouted

mroutedmrouted

mrouted

Truncated Broadcast Tree  based on DVMRP route metrics 

(S, G) Multicast Packet Flow



DVMRPñGrafting
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Receiver 2

(Group ñGò)

Source ñSò

Receiver 1

(Group ñGò)

E

X

Y

A B

C D 

mrouted

mrouted

mrouted

mroutedmrouted

Router D Responds with a òGraft- Ackó

Graft-Ack

Begins Forwarding (S, G) Packets  

mrouted mrouted

Truncated Broadcast Tree  based on DVMRP route metrics 

(S, G) Multicast Packet Flow



DVMRPñEvaluation

ÆWidely used on the MBONE (being phased out)

Æ Significant scaling problems
¿ Slow ConvergenceñRIP-like behavior

¿ Significant amount of multicast routing state information 
stored in routers ñ(S,G) everywhere 

¿ No support for shared trees

¿ Maximum number of hops < 32

Æ Not appropriate for large scale production 
networks
¿ Due to flood and prune behavior

¿ Due to its poor scalability
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MOSPF (RFC 1584)

ÆExtension to OSPF unicast routing protocol
¿ OSPF: Routers use link state advertisements to understand 

all available links in the network (route messages along least -
cost paths)

¿ MOSPF: Includes multicast information in OSPF link state 
advertisements to construct multicast distribution trees 
(each router maintains an up -to -date image of the topology of 
the entire network)

59



MOSPF (RFC 1584)

ÆGroup membership LSAs are flooded 
throughout the OSPF routing domain so 
MOSPF routers can compute outgoing 
interface lists

ÆUses Dijkstra algorithm to compute 
shortest - path tree

¿ Separate calculation is required for each (SNet, G) pair
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MOSPF Membership LSAõs

61

Membership

LSAôs

Membership

LSAôs

Area 1 Area 2

MABR1 MABR2

Area 0

MB

MB MAMAMA



MOSPF Intra -Area Traffic
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Area 1 Area 2

(S1 , B) (S2 , A)MA MA

MB

MB MA

Not receiving (S 2 , A) traffic
MABR1 MABR2

Area 0



MOSPF Inter -Area Traffic
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Area 1 Area 2

MA MA

MB

MB MA

Wildcard Receiver Flag

(*, *)
Wildcard Receiver Flag

(*, *)

(S1 , B) (S2 , A)

Wildcard Receivers 
òpulló traffic from 
all sources in the 
area.

MABR1 MABR2

Area 0



MOSPF Inter -Area Traffic
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Area 1 Area 2

MA MA

MB

MB MA(S1 , B) (S2 , A)

MABR1 MABR2

Area 0



MOSPF Inter -Area Traffic
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(S1 , B) (S2 , A)

(GA , GB) (GA )

Area 1 Area 2

MABR1 MABR2

MA MAMA

MB

MB

Summarized

Membership LSA

Summarized

Membership LSA

MABR routers inject 
Summary Membership 
LSAs into Area 0.

Area 0

Membership
LSAõs

Membership
LSAõs



MOSPF Inter -Area Traffic
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Area 1 Area 2

MABR1

(S1 , B) (S2 , A)

MABR2

MA MA

MB

MB MA

Area 0



MOSPF Inter -Area Traffic

67

Area 1 Area 2

MABR1

(S1 , B) (S2 , A)

MABR2

Wildcard Receiver Flag

(*, *)

Wildcard Receiver Flag

(*, *)

Unnecessary traffic 
still flowing to the 
MABR Routers!!

Area 0



MOSPF Inter -Domain Traffic
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(GA , GB) (GA )

Area 1 Area 2

MABR1 MABR2

MA MAMA

MB

MB

Summarized

Membership LSA

Summarized

Membership LSA

External AS

MASBR

Area 0

Membership
LSAõs

Membership
LSAõs



MOSPF Inter -Domain Traffic
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(S2 , B)

External AS

Area 1 Area 2

MA

MABR1

MA

MB

MB MA

MABR2

MASBR

(S1 , A)
Area 0



MOSPF Inter -Domain Traffic
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External AS

Area 1 Area 2

MABR1

(S1 , B) (S2 , A)

MABR2

MASBR

Wildcard Receiver Flag

(*, *)

Wildcard Receiver Flag

(*, *)

Unnecessary traffic 
may flow all the way 
to the MASBR 
Router!!

Area 0



MOSPFñEvaluation

ÆAppropriate for use within single routing 
domain

ÆFlood multicast traffic everywhere to 
create state, Uses LSAs and the link -
state database

ÆProtocol dependent
¿ works only in OSPF-based networks
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MOSPFñEvaluation

ÆSignificant scaling problems
¿ Dijkstra algorithm run for EVERYmulticast (SNet, G) 

pair!

¿ Dijkstra algorithm rerun when:

Å Group Membership changes
Å Line-flaps

¿ Does not support shared -trees 

ÆNot appropriate foré
¿ General purpose multicast networks where the number 

of senders may be quite large

Å IP/TV ñ(Every IP/TV client is a multicast source)
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PIM -DM

ÆProtocol Independent
¿ Supports all underlying unicast routing protocols 

including: static, RIP, IGRP, EIGRP, IS -IS, BGP, and 
OSPF

ÆUses reverse path forwarding
¿ Floods network and prunes back based on multicast 

group membership

¿ Assert mechanism used to prune off redundant flows

ÆAppropriate for...
¿ Densely distributed receivers located in close proximity 

to source

¿ Few senders -to - many receivers (due to frequent 
flooding)
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PIM -DM Flood & Prune

74

Source

Initial Flooding

Receiver

Multicast Packets

(S, G) State created in
every router in the network!


