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/A  Enhanced Efficiency:  Controls network traffic and reduces
server and CPU loads

/A  Optimized Performance: Eliminates traffic redundancy
/A Distributed Applications:  Makes multipoint applications possible

Example: Audio Streaming
E Multicast All clients listening to the same 8 Kbps audio
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/ Best Effort Delivery:

¢ Drops are to be expected. Multicast
applications should not expect reliable delivery
of data and should be designed accordingly.
Reliable Multicast is still an area for much

research

/A No Congestion Avoidance:

cLack of TCP wi ndsotwairntgb and
mechanisms can result in network congestion. If
possible, Multicast applications should attempt
to detect and avoid congestion conditions



/E Duplicates:

¢ Some multicast protocol mechanisms (e.g.
Asserts, Registers and SPT Transitions) result
In the occasional generation of duplicate
packets

/E Out of Order Delivery:

¢ Some protocol mechanisms may also result in
out of order delivery of packets



/£ Multimedia
¢ Streaming media, IPTV
¢ Training, corporate communications
¢ Conferencing n video/audio

/A Net Game
/E Any one - to - many data push applications
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£ IPv4 Multicast Group Addresses

¢ 224.0.0.0 6239.255.255.255
¢ Cl a s sAddrelBsiSpace
A High order bits of 1st Octet=  A11®
/E Reserved Link- local Addresses
¢ 224.0.0.00224.0.0.255
¢ Transmitted with TTL=1
¢ Examples:

A 224.0.0.1 All systems on this subnet
A 224.0.0.2 All routers on this subnet
A 224.0.0.4 DVMRP routers

A 224.0.0.5 OSPF routers

A 224.0.0.13 PIMv2 routers
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£ Administratively Scoped Addresses
¢ 239.0.0.0 0239.255.255.255
¢ Private address space
A Similar to RFC1918 unicast addresses
A Not used for global Internet traffic
AUsed to | imit o0scoped6 of multic

A Same addresses may be in use at different locations for
different multicast sessions

¢ Examples
A Site -local scope: 239.253.0.0/16
A Organization -local scope: 239.192.0.0/14
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IP Multicast MAC Address Mapping
(FDDI and Ethernet)

32 Bits

- >

4 28 Bits )
239.255.0.1

01-00-5e-71-00-01

25 Bits 23 Bits

- >

48 Bits
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Steve Deering

/£ Cisco Fellow
£ 2010 |EEE Internet Award

/£ For foundational contributions to
the development of IP Multicast
and IP version 6

/£ Multicast Routing in a Datagram
Internetwork. PhD thesis ,
Stanford University, 1991
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Steve Deering

/£ Steve Deering worked on a project on
Distri buted OS call edad

£ Computers I n oVsysten
messages to group of different
computers using Ethernet multicasting

/E As project progressed, bunch of
computers were added that were on
other side of the campus connected via a
proauction router

/E Task of extending the MAC layer
multicasting over to layer 3 fell on Steve
Deering
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/£ Deering's advisor could apply for only 1
QU from IEEE for $1000 instead of

_ 16 OUI Deering desired
< 520 . = /E Further his advisor was kind enough to
1110|2381 __  gjve half of the addresses to play with
239.255.0.1 G

/A The OUI for IP Multicast Address Is:
01- 00- 5e (hex)
/£ The remaining 24 bits can vary from

OHI00E S\ TAE00L0 Y 00- 00- 00 to 7F - FF- FF (first bit of
=B =Ee the 24 variable bits is 0)

= 48 Bits > /& Hence _28 IP bits have to map onto 23
MAC bits

5 Bits
Lost
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IP Multicast MAC Address Mapping
(FDDI & Ethernet)

Be Awanezob fhehz2 32Addressrever@periap

32 - |IP Multicast Addresses

224.1.1.1
224.129.1.1

225.1.1.1 1 - Multicast MAC Address
225.129.1.1 (FDDI and Ethernet)

0x0100.5E01.0101

238.1.1.1
238.129.1.1
239.1.1.1
239.129.1.1
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/£ Dynamic Group Address Assignment
¢ Historically accomplished using SDR application

¢ Sessions/groups announced over well -known
multicast groups

. Address collisions detected and resolved at
session creation time

. Has problems scaling

17



/E Future dynamic technigues under consideration

¢ Multicast Address Set -Claim (MASC)
A Hierarchical, dynamic address allocation scheme
A Extremely complex garbage -collection problem
A Long ways off

. MADCAP
A Similar to DHCP
A Need application and host stack support

18



/E Static Group Address Assignment
¢ Temporary method to meet immediate needs
¢ Group range: 233.0.0.0 - 233.255.255.255
AYour AS number is inserted in middle two octets

A Remaining low-order octet used for group
assignment

¢ Defined in IETF RFC3180
A GLOP Addressing in 233/8

19
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h e  IGMP

/A How hosts tell routers about group membership

/£ Routers solicit group membership from directly
connected hosts

/A RFC 1112 specifies version 1 of IGMP

/£ RFC 2236 specifies version 2 of IGMP

/A RFC 3376 specifies version 3 of IGMP

¢ Supported on latest service pack for Windows and most
UNIX systems

21
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h e IGMP

Joining a Group

/E Host sends IGMP Report to join group
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h e IGMP

Maintaining a Group

/E Router sends periodic Queries to 224.0.0.1
¢ One member per group per subnet reports
¢ Other members suppress reports
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h e IGMP

Leaving a Group (IGMPv1)

“ General Query

/£ Host quietly leaves group U ]

/E Router sends 3 General Queries (60 secs apart)
/£ No IGMP Report for the group Is received
/£ Group times out (Worst case delay ~= 3 minutes)
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h e IGMP

Leaving a Group (IGMPv?2)

224.1.1.1

224.0.0.2

f Group Specific
Query to 224.1.1.1

/E Host sends Leave message to 224.0.0.2
/E Router sends Group specific query to 224.1.1.1
/£ No IGMP Report is received within ~3 seconds

/£ Group 224.1.1.1 times out

25



IGMPV3

ERFC3576

/E Enables hosts to listen only to a
specified subset of the hosts
sending to the group
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IGMPV3

Source=1.1.1.1 Source =2.2.2.2
Group =224.1.1.1 Group =224.1.1.1

A H1 wants to receive
fromS=1.1.1.1
but not from S =
2.2.2.2

With IGMP,
specific sources can IGMPV3:

be pruned back - S : Join 1.1.1.1,224.1.1.1

=2.2.2.2in this Leave 2.2.2.2,224.1.1.1
case

H1 - Member of 224.1.1.1
27
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Shortest Path or Source Distribution Tree

Source 1
’ Notation: (S, G)
i S = Source
’ G = Group

— Source 2

S =
F

A\/D

{ {

Receiver 1 Receiver 2
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NeD

Shortest Path or Source Distribution Tree

Source 1

Notation: (S, G)
S = Source
G = Group

.@'_.@’—@\:@—\:
A B D

N

S S
[ /

———— Source 2

Receiver 1 Receiver 2
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Shared Distribution Tree

Notation: (*, G)
* = All Sources

‘ G = Group
\ / D(RP)  F
.@; | i@'
C c (RP) PIM Rendezvous Point
l I ————~ Shared Tree
{ [
Receiver 1 Receiver 2
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Shared Distribution Tree

Source 1l Notation: (*, G)
* = All Sources
G = Group

Source 2

S-S

/ D (RP) F

— c _— e (RP) PIM Rendezvous Point
| | ————~ Shared Tree
=—=ge-  Source Tree
Receiver 1 Receiver 2

32



NeD

Characteristics of Distribution Trees

e Source or Shortest Path trees

¢ uses more memory O(S | G)
¢ butyouget optimal paths from source to all receivers
¢ Mminimizes delay

e Shared trees

¢ uses less memory O(G)

¢ butyou may get sub- optimal paths from source to all
receivers

¢ may introduce extra delay

33
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/A Multicast Forwarding iIs  backwards from

Unicast Forwarding

¢ Unicast Forwarding is concerned about where the
packetis going

¢ Multicast Forwarding is concerned about where the
packet came from

/E Multicast Forwardinguses O Rever se P
Forwardingbo

35



Reverse Path Forwarding (RPF)

/£ What i1s RPF?

¢ A router forwards a multicast datagram only if received
on the up stream interface to the source (i.e. it follows
the distribution tree)

/£ The RPF Check

¢ The routing table used for multicasting is checked
against the osourceo | P addres

¢ If the datagram arrived on the interface specified in
the routing table for the source address; then the RPF
check succeeds

. Otherwise, the RPF Check falls

36



Source |—@_

151.10.3.21

-|-|— RPF Check Faiils
.@’ Packet aarivive d ron wnong tinterflace!
1

—
Mcast Packets
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A closer look: RPF Check Falls

Multicast Packet from
Source 151.10.3.21

RPF Check Fails! \\@/

Unicast Route Table ‘

Network Interface
151.10.0.0/16

Il S22 Packet Arrived on Wrong Interface!
Discard Packet!

204.1.16.0/24
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A closer look: RPF Check Succeeds

Multicast Packet from

Source 151.10.3.21
\\\é/‘//

s1 Usz

iou_

151:10:0.0/16 Packet Arrived on Correct Interface!

108 94, 3210/27 Forward out all outgoing interfaces.
204.1.5600/ (i. e. down the distribution tree)

RPF Check Succeeds!

Unicast Route Table
Network Interface

39
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Multicast Routing Is not unicast routing

¢ You have to think of it differently
. Itis not like OSPF
. Itis not like RIP

¢ Itis not like anything you may be familiar with

41
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/£ Dense- mode

¢ Uses 0 P u sModel

¢ Traffic Flooded throughout network

¢ Pruned back where it is unwanted

¢ Flood & Prune behavior (typically every 3 minutes)
/A Sparse - mode

¢ Uses 0 P u Madél

. Traffic sent only to where it is requested

¢ Explicit Join behavior

42
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/& Currently, there are four multicast routing protocols

¢ DVMRPV3 (Internet - draft)

A DVMRPv1 (RFC 1075) is obsolete and unused. A variant is
currently implemented

¢ MOSPF (RFC 1584)

. PIM-DM (Internet - draft)

¢ PIM-SM (RFC 2362 - Vv2)

¢ Others (CBT, OCBT, QOSMIC, SM, etc.)

43



DVMRP

/£ Dense Mode Protocol

. Distance vector - based

A Similar to RIP

A Infinity = 32 hops

A Subnet masks in route advertisements
. DVMRP Routes used

A For RPF Check
A To build Truncated Broadcast Trees (TBTS)
v Uses special 0 P 0 i-RBewe rneehanism

44



DVMRP

/A Dense Mode Protocol
¢ Uses Flood and Prune operation
cTraffic 1 nitially flooded

¢ TBT branches are pruned where traffic is
unwanted

¢ Prunes periodically time - out causing
reflooding

45



DVMRM Source Trees

Source Network

A Truncated Broadcast Trees Are Built using

B A Lowest IP Address Used in Case of a Tie

—I Best DVMRP Metrics Back to Source Network

A
mrouted’

(Note: IP Address of D<C <B <A)

|||

Route for source network of metric
Poison reverse (metric + infinity)
Router depends on oOparento to recei

Resulting Truncated Broadcast Tree for Source Network

ono

sent t o

ve traffi



DVMRM Source Trees

Network X Forwarding onto Multi - access Networks

/A Both B and C have routes to network
X.

/A To avoid duplicates, only one router
can be oDesignated
network X.

/£ Router with best metric is elected as
t he oDesignated For

mrouted mroutedy - | owest IP address used as tie -
B | , I C breaker.
— > — /& Router C wins in this example.

(Note: IP Address of C<B)

" -~ Route advertisement f or net wolr k X of m
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DVMRM Source Trees

Resulting Truncated Broadcast Tree for
Source NetworKk

Source Network nAS10
l A B \
mroute mrouteJ |
=
mroute mroute mroute
C D \ E

=== G] Source Tree |

X
mrouteH

e

> Y

mroute;

0S1
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DVMRM Source Trees

\[A B “
Foowed  imroued—]

C D

Note: IP Address of D<C<B <A

== S2 Source Tree

B
I—mroute mroute

Each

Sour ce

Truncated Broadcast Tree

X

mroute .

E

Y
— mroute
A

mroute

Sourc® AS
49
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DVMRM Flood & Prune

\I/Source nSo

Initial Flooding of (S, G) Multicast Packets

Down Truncated Broadcast Tree
mroute
I_ ;’ X
—

‘ mroute

——=Mmroutec

Receiver 1
(Group n1GO0O)

== === Truncated Broadcast Tree based on DVMRP route metrics
— (S, G) Multicast Packet Flow
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DVMRM Flood & Prune

\I/Source NSO
I Routers C is a Leaf Node so it sends
ll an 0(S, G) Pruneodo Mess

Router B Prunes interface.

——=Mmroutec

Receiver 1
(Group n1GO0O)

= === Truncated Broadcast Tree based on DVMRP route metrics
— (S, G) Multicast Packet Flow
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DVMRM Flood & Prune
|

/ Sour ce 1 SRouters X, and Y are also Leaf

| I l 1 Nodes
0 N .
[ vA B [ v E%ooutertEhpr%r}/es Merkd OoPrune (S
I—mroutej mroute Prune X
|
~ ——mroued—]
/) -
2 Y .
mroute mroute .
C D |
/
|
(

Receiver 1
(Group fHAGO)

= === Truncated Broadcast Tree based on DVMRP route metrics
—— (S, G) Multicast Packet Flow
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DVMRM Flood & Prune
|

/ Source nSo
Router E is now a Leaf Node: it

l l sends an (S, G) Prune message.

[vA B /v

I— mroutej mroute
Prune

|

[

I &
[} — 1-

Vs - -
mroute mroute _—~mroute
=

C D } ’ ~ Y

Router D prunes interface.

X

mroute

|/ —mroute
Receiver 1
(Group nAGO)

= === Truncated Broadcast Tree based on DVMRP route metrics
—— (S, G) Multicast Packet Flow




DVMRM Flood & Prune
|

\/Source nSo

] [ .
II ' ; } ; Final Pruned State

I— mroutej

X

. mroute

[
[
\ I >
? J \; -

Vs - -
mroute mroute mroute
=

l —mroute

Receiver 1

(Group fHAGO)

= === Truncated Broadcast Tree based on DVMRP route metrics
— (S, G) Multicast Packet Flow
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DVMRM Grafting
|

\/Source nSORecei ver 2 joins Grou
Router Y sends a 0Gr a
Message
X
—mroute
7
“‘
‘0
- -
E -
\\\/ Y
—mroute
Receiver 1
r N G .
(Group Go) Recelver 2
= === Truncated Broadcast Tree based on DVMRP route metrics ( Group A

— (S, G) Multicast Packet Flow
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DVMRM Grafting
|

\/Source NSO
Router E RespondsAovdd h

Sends its Own oGraft (

X

—__mroute

"

V' 4 - - -
mroute mroute mroute
y

-

c D | E ~{. v

é

l/ Graft-Ack [ mroute

Receiver 1
( Group AGOo)

Receiver 2

== === Truncated Broadcast Tree based on DVMRP route metrics (Group 0
— (S, G) Multicast Packet Flow
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DVMRM Grafting
|

\/Source NSO _
Router D RespondsAawk d

I
l [ Begins Forwarding (S, G) Packets
B /v

Graft-Ack

>

, —-— e =
mroute mroute -~ Mmroute - -
=

\

L
\’n
cC D } E e Y
] —~mrouted
Receiver 1
(Group nAGO)
Receiver 2

= === Truncated Broadcast Tree based on DVMRP route metrics ( Group A

——— (S, G) Multicast Packet Flow
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DVMRM Evaluation

/£ Widely used on the MBONE (being phased out)

/A Significant scaling problems
¢ Slow Convergencei RIP-like behavior

¢ Significant amount of multicast routing state information
stored in routers i (S,G) everywhere

¢ No support for shared trees
¢ Maximum number of hops < 32
/A Not appropriate  for large scale production
networks
¢ Due to flood and prune behavior
¢ Due to its poor scalability
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MOSPF (RFC 1584)

/E Extension to OSPF unicast routing protocol

. OSPF Routers use link state advertisements to understand
all available links in the network (route messages along least -
cost paths)

¢ MOSPF: Includes multicast information in OSPF link state
advertisements to construct multicast distribution trees
(each router maintains an up -to-date image of the topology of
the entire network)
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MOSPF (RFC 1584)

/A Group membership LSAs are flooded
throughout the OSPF routing domain so
MOSPF routers can compute outgoing
Interface lists

/£ Uses Dijkstra algorithm to compute

shortest - path tree
¢ Separate calculation is required for each (SNet, G) pair
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MOSPF Member ship




MOSPF Intra -Area Traffic

Area 0O

ﬂrea 1




MOSPF Inter -Area Traffic

Wildcard Receivers Area 0O
opull 6 trafjffic frjpm
all sources in the

area.

Wildcard Receiver Flag

*. %)

ﬂrea 1

Wildcard Receiver Flag

* %)




MOSPF Inter -Area Traffic

Area 0O

ﬂrea 1




MOSPF Inter -Area Traffic

Summary Membership

MABR routers inject Area 0
LSAs into Area O. T

Summarized
Membership LSA

\/‘\ ...... 7}

Membership
LSADGS

Summarized
Membership LSA

/real

|
Membership &IV
LSAO Mg




MOSPF Inter -Area Traffic




MOSPF Inter -Area Traffic

Wildcard Receiver Flag

(*: %)

/ Area 0

ﬂrea 1

Unnecessary tiasdffic
stillfiflowingo toethe
MABR Routss!!

Wildcard Receiver Flag
*, )

*
*
*
*
*
*
.0
-

Areaa




MOSPF Inter -Domain Traffic

MASBR

External AS

Area 0O
Summarized T

Membershin LSA
p\ (GAA’ GB)ﬁ

/real

Summarized

yel’ship LSA
7}

Membership |£| Membership
L SAO Mg

AA v N/ g/ W v \/




MOSPF Inter -Domain Traffic

MASBR

External AS

-
—— .~.

.
*
*
*
*
*
.
*
*
*
*
*
'0
-




MOSPF Inter -Domain Traffic

PEPTECTIL R ';MASBR
5 External AS

S

Wildcard Receiver Flag Wildcard Receiver Flag
(* *) (* *)

f MABR1 MABR2 <3
ﬂrea 1 \ / ‘‘‘‘‘ Areaa

—
—
F______'_—

Unnecessary traffic Area 0
may flow all the way
to the MASBR
Router!!
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ot
o
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MOSPFnh Evaluation

/ Appropriate for use within single routing
domain

/ Flood multicast traffic everywhere to
create state, Uses LSAs and the link
state database

/E Protocol dependent
¢ works only in OSPF-based networks
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MOSPFnh Evaluation

/E Significant scaling problems
¢ Dijkstra algorithm run for EVERY multicast (SNet, G)
pair!
¢ Dijkstra algorithm rerun when:
A Group Membership changes
A Line-flaps
¢ Does not support shared-trees

/ANot appropriate f or é

¢ General purpose multicast networks where the number
of senders may be quite large
A IP/TV il (Every IP/TV client is a multicast source)
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PIM-DM

/ Protocol Independent

¢ Supports all underlying unicast routing protocols
Including: static, RIP, IGRP, EIGRP, IS -IS, BGP, and

OSPF

A Uses reverse path forwarding

Floods network and prunes back based on multicast
group membership

¢ Assert mechanism used to prune off redundant flows

/ Appropriate for...

Densely distributed receivers located in close proximity
to source

Few senders -to- many receivers (due to frequent
flooding)

¢

é
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PIM -DM Flood & Prune

Initial Flooding

e —

Source —F@—

Multicast Packets ==

e

tate created In
outer in the network!

ul%i
10

N—
1

Receiver
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